Three-dimensional Green’s tensor, local density of states, and spontaneous emission in finite two-dimensional photonic crystals composed of cylinders
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The three-dimensional local density of states (3D LDOS), which determines the radiation dynamics of a point-source, in particular the spontaneous emission rate, is presented here for finite two-dimensional photonic crystals composed of cylinders. The 3D LDOS is obtained from the 3D Green’s tensor, which is calculated to high accuracy using a combination of a Fourier integral and the Rayleigh-multipoles methods. A comprehensive investigation is made into the 3D LDOS of two basic types of PCs: a hexagonal cluster of air-voids in a dielectric background enclosed by an air-jacket in a fiberlike geometry, and a square cluster of dielectric cylinders in an air background. In the first of these, which has a complete in-plane band gap, the 3D LDOS can be suppressed by over an order of magnitude at the center of the air-voids and jumps sharply higher above the gap. In the second, which only has a TM gap in-plane, suppression is limited to a factor of 5 and occurs at the surface of the cylinders. The most striking band gap signature is the almost complete suppression of the radiation component of the 3D LDOS when the complete in-plane gap is sufficiently wide, accompanied by a burst into the radiation component above the gap.
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I. INTRODUCTION

Spontaneous emission may be regarded as one of the consequences of vacuum fluctuations, which Purcell [1] originally recognized were not immutable, but could be radically modified inside a cavity. Spontaneous emission can be both enhanced on-resonance [1] inside a cavity and suppressed off-resonance [2,3], relative to its rate in free-space. In fact, all that is required to modify spontaneous emission is for the density of photon states (DOS) to be altered, as has been demonstrated near a reflecting interface [4,5].

Originally proposed by Yablonovitch [6] and John [7], photonic crystals (PCs) are an area of rapidly growing interest, offering new possibilities for controlling the propagation of light [8]. Bragg scattering in the periodic dielectric structure of a PC can yield a photonic band gap (PBG) that prohibits propagation over a range of frequencies. The existence of the PBG is now well established by band structure calculations and the reconciliation of theory and experiment in reflection and transmission spectra [9]. A PC also dramatically rearranges the DOS about a PBG [6], transforming the emission characteristics of an embedded radiating source. The modified DOS can lead to inhibited spontaneous emission [6], the localization of photons [7], photon-atom bound states [10], and an anomalous Lamb shift [10–13]. A sharp band edge jump in the DOS also leads to novel non-Markovian effects that include fractionalized steady-state and oscillatory spontaneous emission [12,14–19], spectral splitting and subnatural linewidth [14], low threshold and rapid atomic switching [18,20], superradiance [15,21,22], and coherent phenomena [23–25].

Control of spontaneous emission has immediate application to improved efficiency in semiconductor devices like lasers, diodes, and solar cells [6], and possibly to new technologies like low-threshold lasers, ultrafast optical switches, all-optical transistors, and memory devices [18]. Despite these prospects, theory and experiment on spontaneous emission are far from being reconciled. Experiments on spontaneous emission have been conducted using luminescent dye impregnated in colloidal crystals [26–28] and opals [29–31], but the interpretation of the results has been impeded by a lack of applicable theory [31]. Furthermore, these experiments probe the DOS, which characterizes spontaneous emission averaged over a unit cell. PCs redistribute the DOS both in frequency and space, and the spatially resolved or local density of states (LDOS) [32,33] is the fundamental quantity that determines radiation dynamics. Non-Markovian effects were somewhat contentious as the isotropic and anisotropic band edge models adopted are not supported by the quadratic behavior for the DOS usually observed in 3D PCs [34]. However, recent accurate modeling of radiation dynamics using the LDOS in real absolute gap PCs has demonstrated the nonexponential decay phenomena predicted by these band edge models [19].

An experimental probe of the LDOS would require the measurement of radiation from a pointlike source (e.g., luminescent atom or molecule, quantum dot or dipolar antenna) at a particular location inside a finite-sized PC [35]. To-date, LDOS calculations have been limited to idealized PCs. The LDOS can be calculated for infinitely periodic two-dimensional (2D) and three-dimensional (3D) PCs using the Bloch method. This has been done for an array of cylinders [33], an array of spheres [33,34], and the cylindrical woodpile [36]. The LDOS has also been calculated for finite one-dimensional structures using multiple scattering theory [37] and the transfer matrix method [38]. Spontaneous emission rates in finite-sized PCs can be inferred from the classical dipole radiation power using the finite-difference time-
domain (FDTD) method [39], by first assuming exponential decay. The main deficiency of this approach is computational inefficiency. The whole field across the structure is required to be evaluated for a single dipole orientation and typically only the emission rate for a few dipole orientations and positions is obtained. This has been done in 2D PCs composed of dielectric cylinders [40], the 2D slab structure [40,41], and the 3D inverted opal [42]. Large-scale investigations would be computationally prohibitive. Furthermore, the LDOS is the fundamental quantity that determines radiation dynamics and inferring the LDOS from the emission rate would need to be justified.

The preferred approach is to obtain the LDOS in a finite-sized PC via the Green’s tensor. An accurate and efficient approach has been demonstrated for calculating the Green’s tensor in finite stratified media [43]. The Green’s tensor in more general finite-sized dielectric structures can be obtained by solving Dyson’s equation [44]. Like the FDTD method, the structure is required to be discretized, limiting computational efficiency. Although this can be improved significantly by adapting the approach to the geometry of the medium, as has been done for a dielectric disk [45].

Recently, it was shown that a Rayleigh-multipole method can be used to calculate the Green’s tensor accurately and efficiently in an arbitrary arrangement of aligned circular cylinders of infinite length [46]. This was used to calculate the 2D Green’s tensor and the 2D LDOS, which apply to an infinite line-source, in a finite cluster of cylinders. It has since been shown that this approach can be extended to the 3D case for a point-source using a Fourier integral [35].

Although 3D PCs with complete 3D PBGs exhibit the strongest PBG effects, 2D PCs with complete 2D PBGs and partial 3D PBGs hold both substantial theoretical [8,47,48] and experimental [49,50] interest. They have taken many forms, including alumina cylinders in the microwave [49,51] and air-cylinders in glass [52], photonic crystal fiber [53], and 2D PC slab [54–56]. However, macroporous silicon [50], composed of a hexagonal array of cylindrical air-pores in a silicon background, remains the best example of an essentially ideal 2D PC system with a robust complete 2D PBG. This system is fabricated with an aspect ratio of 100–500 and a pore separation wavelength range. While interest in 2D PCs is in part because of the relative ease of their fabrication, they also have numerous potential applications in their own right. These applications are usually based on 2D structures that contain defects [49,50] or a degree of stratification in the third dimension for confinement [54,57], and include basic optoelectronic components like waveguides [54,58,59] and resonant cavities [58,60], and more specific applications like fibers [53], lasers [61,62], and fiber lasers [63], among others.

This paper begins with a short description of the connection between radiation dynamics, in particular spontaneous emission, the LDOS, and Green’s tensor in Sec. II. In Sec. III, the multipole method is detailed and extended to treat the more general geometry of a cluster of cylinders enclosed by a jacket. The computationally delicate treatment of a key Fourier integral is also addressed. In Sec. IV, the numerical implementation of this approach is validated by convergence testing. In Sec. V, the 3D LDOS is calculated as a function of both position and frequency and compared to the band structure. The sensitivities of the 3D LDOS to cylinder radius and refractive index contrast are also examined, along with the 3D-projected-LDOS (3D PLDOS). Finally, in Sec. VI, the results are summarized and their significance discussed.

II. SPONTANEOUS EMISSION, THE LDOS AND GREEN’S TENSOR

The radiation dynamics of a fluorescent source embedded in a host medium involves the source coupling to and interacting with the electromagnetic mode structure of the medium. The role of mode structure in radiation dynamics is completely embodied in a single quantity—the local density of states (LDOS) [15]. The focus here is on spontaneous emission, where a two-level atom decays from an excited state (|a⟩) into a ground state (|b⟩) by making an electric-dipole transition, and emitting a photon of energy ħω_{ab} in the process. In 2D PCs, the LDOS is a sufficiently smooth function of frequency for the usual Weisskopf-Wigner theory of spontaneous emission [64] to apply. The decay is then exponential and the spontaneous emission rate is given in the electric-dipole approximation by Fermi’s golden rule [65],

\[
\Gamma(r) = \frac{2\pi}{\hbar^2} \sum_f |\langle f|\hat{\mu} \cdot \hat{E}(r)|i\rangle|^2 \delta(\omega_i - \omega_f),
\]

where |i⟩ and |f⟩ are the initial and final state vectors of the atom-field system, and \(\hat{\mu}\) and \(\hat{E}(r)\) are the electric dipole and electric field operators, respectively. As shown by Sprink, van Tiggelen, and Lagendijk [32], the LDOS arises naturally upon splitting \(\Gamma(r)\) into its atomic and field components,

\[
\Gamma(r) = \frac{\hbar \omega_{ab}}{2} \frac{2\pi}{\varepsilon_0 \hbar^2} |\langle a|\hat{\mu}|b\rangle|^2 \rho(r, \omega_a, \hat{\mathbf{p}}),
\]

where \(\langle a|\hat{\mu}|b\rangle\) is the dipole transition moment and \(\hat{\mathbf{p}}\) is the orientation of the dipole. In Eq. (2), \(\rho(r, \omega_a, \hat{\mathbf{p}})\) is the LDOS for a particular dipole orientation, or projected-LDOS (PLDOS), and is defined as

\[
\rho(r, \omega_a, \hat{\mathbf{p}}) = \sum_l |\hat{\mathbf{p}} \cdot \mathbf{\Psi}_l^F(r)|^2 \delta(\omega - \omega_l).
\]

The PLDOS is determined by the eigenfrequencies and eigenfunctions, \(\omega_l\) and \(\mathbf{\Psi}_l^F(r)\), of the Helmholtz equation in the host medium

\[
\nabla \times \nabla \times \mathbf{\Psi}_l^F(r) - \frac{\omega_l^2}{c^2} n(r) \mathbf{\Psi}_l^F(r) = 0,
\]

where \(n(r)\) is the spatially dependent refractive index. The normalization condition applying to the eigenfunctions contains the weighting \(e(r)\),

\[
\int d^3r e(r) \mathbf{\Psi}_l^F(r) \cdot \mathbf{\Psi}_l^F(r) = \delta_{l,l'}.
\]

The PLDOS is usually defined without this weighting (e.g., Ref. [33]) so that at positions in material it has a material
component in addition to the radiative component given by Eq. (3) [32]. However, it is the radiative component that appears explicitly in Eq. (2), and it is thus considered the more appropriate definition for determining spontaneous emission rates. The LDOS for a randomly oriented dipole source is obtained by averaging Eq. (2) over dipole orientation and absorbing the resulting 1/3 factor into the atomic part, giving

\[ \rho(\mathbf{r}, \omega) = \sum_i |\psi_i^E(\mathbf{r})|^2 \delta(\omega - \omega_i). \]  

In a periodic structure, the usual DOS can be obtained by integrating Eq. (6) over a unit cell and using the normalization condition, Eq. (5), which gives

\[ \rho(\omega) = \sum_i \delta(\omega - \omega_i). \]  

The LDOS describes the local availability of modes to which a source can couple and emit a photon. It is clear from Eq. (6) that in general it varies with position. The DOS is still an important component in the LDOS, and in a complete band gap where the DOS is zero, the LDOS is also everywhere zero. However, the modes in a PC have nodes and antinodes separated by distances of the order of the wavelength of light [8]. This is typically three orders of magnitude greater than the size of an atom, so the LDOS and spontaneous emission rate can vary strongly with position when the DOS is nonzero. If modes have a preponderance of nodes at a certain position, then the LDOS can still be heavily suppressed. This is particularly relevant to the 2D PCs considered here, which have 3D pseudo gaps, but do not have 3D complete gaps. Spontaneous emission can also be enhanced when the DOS is enhanced, and Eq. (6) suggests that the enhancement is largest at locations where the relevant modes tend to have antinodes.

In periodic structures, the LDOS [Eq. (6)] can be evaluated directly by solving the eigenvalue problem (4) [33]. In infinite structures, the preferred approach is via Green’s function, or tensor [66,67]. The 3D Green’s tensor describes the response of a medium to a point-source, as opposed to the 2D Green’s tensor for an infinite line-source [68]. It is a powerful tool in electromagnetism (EM) that can be used in wave scattering from arbitrary source distributions [69], perturbation analysis [67], or simply to produce the emission pattern from a point-source. For a dipole point-source, the 3D LDOS is given by the trace of the electric Green’s tensor ($G^E$) [66],

\[ \rho(\mathbf{r}, \omega) = -\frac{2\omega}{n_0^2} \text{Im} [\text{Tr} G^E(\mathbf{r}; \omega)]. \]  

Note that the 3D LDOS is determined by the imaginary part of $G^E$ at the location of the source. The 3D PLDOS is obtained after contracting $G^E$ by $\hat{p}$,

\[ \rho(\mathbf{r}, \omega, \hat{p}) = -\frac{2\omega}{n_0^2} \text{Im} [\hat{p}^T \cdot G^E(\mathbf{r}; \omega) \cdot \hat{p}]. \]  

It is easy to show that in a homogeneous medium with refractive index $n$, $\text{Im}[G_{0\mu\nu}^E(\mathbf{r}, r)] = -n\omega / 6\pi c$; $\forall u \in \{x, y, z\}$.

Using this in Eq. (8) then yields the familiar expression for the DOS in a homogeneous medium,

\[ \rho(\omega) = n\omega / 2\pi c^3 = n\rho_0(\omega) [70], \]  

where $\rho_0$ is the DOS in free-space.

III. FORMALISM

The 3D LDOS in a 2D PC composed of a cluster of cylinders is obtained here from the 3D Green’s tensor, which is calculated using a combination of a Fourier integral and a Rayleigh-multipole method. This involves a 3D full-vectorial treatment of EM wave scattering [69,71,72]. The 3D Green’s tensor is a $3 \times 3$ matrix (or dyadic), $G(\mathbf{r}, \mathbf{r}')$, where the element $G_{\mu\nu}(\mathbf{r}, \mathbf{r}')$ is the $\mu$ coordinate of the field at $\mathbf{r}$ for a dipole point-source oriented in the direction of the $\nu$ coordinate located at $\mathbf{r}'$. Both the electric, $E^E$, and magnetic, $H^E$, Green’s tensors are evaluated in a piecewise homogeneous dielectric medium with refractive index $n(\mathbf{r}) = \sqrt{\varepsilon(\mathbf{r})}$. This is done by solving the vector EM wave equations for a point-source in the form [69]

\[ \nabla \times \nabla \times G^E(\mathbf{r}, \mathbf{r}') - k^2 n(\mathbf{r})^2 G^E(\mathbf{r}, \mathbf{r}') = -\mathbf{I} \delta(\mathbf{r} - \mathbf{r}'), \]

\[ \nabla \times \nabla \times H^E(\mathbf{r}, \mathbf{r}') - k^2 n(\mathbf{r})^2 H^E(\mathbf{r}, \mathbf{r}') = -\nabla \times \mathbf{I} \delta(\mathbf{r} - \mathbf{r}'), \]  

where $k = 2\pi/\lambda = \omega/c$ is the vacuum wave number and $\mathbf{I}$ is the dyadic identity. Note that $E^E$ and $H^E$ are coupled by the boundary conditions, to be discussed in Sec. III B.

The general scattering geometry considered is a dipole point-source embedded in a finite cluster of $N_c$ circular cylinders of infinite length, enclosed by a cylindrical jacket (Fig. 1). The radius of the $i$th cylinder is denoted by $a_i$, and its refractive index by $n_i$. The cylinders are embedded in a background of refractive index $n_0$, which is turned in enclosed by a jacket of infinite extent that has a refractive index of $n_0$, and an inner cylindrical boundary of radius $a_0$. The cluster is arranged in a cylindrical coordinate system, $(z, \rho) = (z, \rho, \phi)$, with the cylinder axes aligned with the $z$-coordinate and the jacket centered on the origin. The point-source coordinates
are denoted \( r'=(z', \rho') \) and the coordinate of the \( l \)th cylinder by \( \rho_l=(\rho_l, \phi_l) \). Cartesian coordinates, \( \rho=(x, y) \), are also used. The addition of a jacket allows for cylinders to be embedded in a background dielectric of finite extent \((n_o>1 \text{ with } n_i=1)\), extending the previous work in Ref. [35], which only allowed for a background of infinite extent. In summary, while this scattering geometry is 2D, the wave propagation from a point-source is 3D, leading to a 2.5D EM problem [69].

A. Homogeneous Green’s tensor

The 3D Green’s tensor in an infinite homogeneous medium, where \( n(\mathbf{r})=n \) for all \( \mathbf{r} \), is first examined to find an appropriate source-field expression. The homogeneous Green’s tensor, \( G_{n}(\mathbf{r}, \mathbf{r}') \), can be obtained from the scalar Green’s function, \( g_n \), using [69]

\[
G_n^f(\mathbf{r}, \mathbf{r}') = \left[ \mathbf{I} + \frac{\nabla \nabla}{(kn)^2} \right] g_n(\mathbf{r}, \mathbf{r}'),
\]

\[
G_n^H(\mathbf{r}, \mathbf{r}') = \nabla \times \mathbf{I} \ g_n(\mathbf{r}, \mathbf{r}'),
\]

where \( g_n \) is the solution to the Helmholtz equation,

\[
[\nabla^2 + (kn)^2] g_n(\mathbf{r}, \mathbf{r}') = \delta(\mathbf{r}, \mathbf{r}').
\]

There are several different expressions for \( g_n \) that follow from adopting particular spectral decompositions of the source. The expression adopted here, using cylindrical coordinates, is [69]

\[
g_n = -\frac{i}{8\pi} \int_{-\infty}^{\infty} d\rho e^{i\beta(z'-z)} H_0^l(k\rho|\rho - \rho'|),
\]

where \( H_0^l(z) \) is the zeroth order Hankel function of the first kind, \( k\rho = \sqrt{(kn)^2 - \beta^2} \) is the in-plane component of the wave vector, and \( \beta \) is the propagation constant in the \( z \)-coordinate. Note that Eq. (13) is simply the inverse Fourier transform of

\[
\tilde{g}_n = -\frac{i}{4} H_0^l(k\rho|\rho - \rho'|),
\]

and is the reason it is considered to be the most easily adapted source-field expression to the multipole approach below. The components of \( G_n \), obtained by using Eq. (13) in Eq. (11), are given in Appendix A.

B. Multipole method

The wave equations (10) in the configuration of Fig. 1 can be solved fully by exploiting the cylindrical geometry of the problem. A Fourier transformation in the \( z \)-coordinate is first made, giving wave equations for conical propagation. The \( z \)-components of the fields for a source oriented in the direction of the unit vector \( \mathbf{u} \) are given by

\[
(\nabla^2 + k^2) \tilde{G}_{n}(\rho, \rho') = D^V_u \delta(\rho - \rho'),
\]

where \( \tilde{G} \) is the Fourier transform of the Green’s tensor, \( V \in \{E, H\}, \ k_f = \pm \sqrt{(kn)^2 - \beta^2} \), and

\[
D^f_u = \delta_{uu} + \frac{i\beta}{[kn(\mathbf{r})]^2} \nabla \cdot \mathbf{u} \quad \text{and} \quad D^H_u = \mathbf{z} \cdot \nabla \times \mathbf{u}
\]

are differential operators. For in-plane propagation, \( \beta=0 \) and Eq. (15) reduces to the wave equations for the 2D Green’s tensor addressed by Asatryan et al. [46]. The transverse components of the fields are straightforwardly obtained from the \( z \)-components using Maxwell’s equations [69].

A multipole formulation is employed to solve Eq. (15) exactly. This is essentially an extension of the treatment of wave propagation in microstructured optical fibers by White et al. [73] to wave scattering from an embedded source. The reader is referred to Ref. [73] for more discussion on the important features of this method. The multipole method uses a field expansion in the vicinity of the \( l \)th cylinder in a Fourier-Bessel basis

\[
V' = \sum_{m=-\infty}^{\infty} \sum_{l=1}^{N} \left[ A_{nl}^l J_n(k_l \rho) + B_{nl}^l H_n^l(k_l \rho) \right] e^{im\phi},
\]

where \( J_n(z) \) is the Bessel function used to describe the convergent or source-free part of the field near \( \rho=0 \), and \( H_n^l(z) \) is the Hankel function used for the divergent part. The local field expansion (16) only applies in the annulus from the \( l \)th cylinder surface to the nearest neighboring cylinder or source. The global field (or Wiingaard expansion), which applies throughout the background, can be obtained using Green’s second theorem,

\[
\int_A \left[ V(\rho', \rho') \nabla^2 \tilde{g}_{b}(\rho, \rho') - \tilde{g}_{b}(\rho, \rho') \nabla^2 V(\rho', \rho') \right] dA' = 0,
\]

where \( A \) is the area of the background, \( \partial A \) is the boundary of this area, and \( n' \) denotes the outward unit normal to \( \partial A \) at \( \rho' \). Upon evaluating Eq. (17) [46], the global expansion is given by

\[
\tilde{G}_{Vb}(\rho, \rho') = -\frac{i}{4} \chi'(\rho') D^V_u (H_0^l(k_\rho|\rho - \rho'|))
\]

\[
+ \sum_{l=1}^{N_c} \sum_{n=-\infty}^{\infty} b_{l0}^l H_n^l(k_\rho|\rho - \rho'|) e^{im\phi} \arg(\rho - \rho')
\]

\[
+ \sum_{m=-\infty}^{\infty} \sum_{l=1}^{N_c} A_{l0}^l J_n(k_\rho|\rho - \rho'|) e^{im\phi},
\]

where \( \chi'(\rho') \) is a function, with value 1 in the background and 0 elsewhere, used to denote the presence of a point-source in the background. The first term on the right-hand side (RHS) of Eq. (18) gives the field from the point-source. The second term gives the field scattered from the cylinders, while the third gives that from the jacket. In the absence of scattering objects, only the point-source term remains, and Eq. (18) is simply the Fourier transform of \( G_{n_b}(\mathbf{r}, \mathbf{r}') \).
The local [Eq. (16)] and global [Eq. (18)] field expansions are required to be consistent about each cylinder. This is enforced using Graf’s addition theorem [74],

\[
H_m^{(1)}(k, \rho, \rho') = \sum_{p = -\infty}^{\infty} H_m^{(1)}(k, \rho, \rho_p) e^{i(m-p)\varphi} = \sum_{p = -\infty}^{\infty} \sum_{q=1}^{N} S_{mq}^l B^{Vq}_{nq} + \sum_{p = -\infty}^{\infty} \sum_{q=1}^{N} S_{mq}^0 A^{Vn}_{mp},
\]

(19)
to transform the global expansion into the local coordinates of the \(l\)th cylinder. Equating Eqs. (16) and (18) then yields the Rayleigh identity,

\[
A^{VI}_{um} = K^{VI}_{um} + \sum_{q=1}^{N_l} \sum_{p = -\infty}^{\infty} S_{mq}^l B^{Vq}_{nq} + \sum_{p = -\infty}^{\infty} S_{mp}^0 A^{Vn}_{mp},
\]

(20)

where

\[
S_{mq}^l = H_m^{(1)}(k, \rho_q) e^{i(p-m)\phi},
\]

and

\[
S_{mp}^0 = (-1)^{m-p} J_{m-p}(k, \rho_p) e^{i(p-m)\phi},
\]

(25)

and \(K^{VI}_{um}\) follow from the point-source term and are given in Appendix B. The Rayleigh identity (20) relates the converging field at each cylinder (LHS) to the diverging fields from all other source bodies (RHS) [73]. By the same approach, a second Rayleigh identity is obtained for the jacket,

\[
B^{VI}_{um} = Q^{VI}_{um} + \sum_{q=1}^{N} \sum_{p = -\infty}^{\infty} S_{mq}^l B^{Vq}_{nq} + \sum_{p = -\infty}^{\infty} S_{mp}^0 A^{Vn}_{mp},
\]

(21)

where

\[
S_{mq}^l = J_{m-p}(k, \rho_q) e^{i(p-m)\phi},
\]

which relates the diverging field at the jacket to the converging fields from the background sources. Introducing matrix notation where \(A^V_u = [A^V_{u}]\) is a partitioned column vector composed of vectors of multipole coefficients, \(A^{VI}_u = [A^{VI}]\), Eq. (20) then condenses to

\[
A^V_u = K^V_u + S B^V_u + S^0 A^{V0}_u.
\]

(22)

\(K^V_u\) and \(B^V_u\) are defined similarly to \(A^V_u\), while \(A^{V0}_u = [A^{V0}]\).

\(S = [S^V]\) is a block matrix composed of Toeplitz matrices, \([S^0] = [S^0_{mp}]\), and \(S^0\) is defined similarly. In this notation, Eq. (21) becomes

\[
B^{VI}_u = Q^{VI}_u + S B^V_u + S^0 A^{V0}_u.
\]

(23)

The field expansions inside a cylinder and in the jacket are obtained similarly to that in the background. With only the presence of the point-source in these two regions, the field expansions simplify greatly with no need for Rayleigh identities. The field expansion inside the \(l\)th cylinder is given by

\[
\begin{align*}
\mathbf{G}^V_{zl} (\mathbf{p}, \mathbf{p}') &= -\frac{i}{4} \chi (\mathbf{p}') D^V_{zl} (k, \mathbf{p} - \mathbf{p}') \\
&\quad + \sum_{m=-\infty}^{\infty} C_{um}^{VI} f_m (k, \rho_p) e^{im \phi} \\
&\quad = \sum_{m=-\infty}^{\infty} \left[ Q^{VI}_{zl} (k, \rho_p) + C_{um}^{VI} f_m (k, \rho_p) \right] e^{im \phi},
\end{align*}
\]

(24)

where the function \(\chi (\mathbf{p}')\) indicates the presence of a point-source in the cylinder and \(Q_{zl}^{VI}\) is defined similarly to \(K^{VI}_{um}\), in Appendix B. The field expansion in the jacket is given by

\[
\mathbf{G}^{0V}_{zl} (\mathbf{p}, \mathbf{p}') = \frac{i}{4} \chi (\mathbf{p}') D^{0V}_{zl} (k, \mathbf{p} - \mathbf{p}') \\
&\quad + \sum_{m=-\infty}^{\infty} D_{um}^{0V} f_m (k, \rho_p) e^{im \phi} \\
&\quad = \sum_{m=-\infty}^{\infty} \left[ K_{zl}^{0V} (k, \rho_p) + D_{um}^{0V} f_m (k, \rho_p) \right] e^{im \phi}.
\]

(25)

The multipole coefficients are also constrained by the boundary conditions, which require the tangential components of the electric and magnetic fields to be continuous at the surfaces of the cylinders and jacket. For the cylinders, the boundary conditions yield the relation

\[
\begin{bmatrix}
\mathbf{B}^E \\
\mathbf{B}^H
\end{bmatrix} = \begin{bmatrix}
\mathbf{R}^{EE} & \mathbf{R}^{EH} \\
\mathbf{R}^{HE} & \mathbf{R}^{HH}
\end{bmatrix} \begin{bmatrix}
\mathbf{A}^E \\
\mathbf{T}^{EE} & \mathbf{T}^{EH} & \mathbf{T}^{HH} & \mathbf{Q}^E
\end{bmatrix},
\]

(26)

where \(\mathbf{R}^{EE}=\text{diag}[R_{ee}^m]\) is a block diagonal matrix composed of the diagonal matrices \(\mathbf{R}^{EE}=\text{diag}[R_{ee}^m]\), and the other \(\mathbf{R}\) matrices and the \(\mathbf{T}\) matrices are defined similarly. In Eq. (27), \(\mathbf{R}\) and \(\mathbf{T}\) are the external reflection and transmission matrices, respectively, with their components given in Appendix C. For the jacket, the boundary conditions yield

\[
\begin{align*}
\mathbf{A}^0 &= \mathbf{R}^{00} \mathbf{B}^0 + \mathbf{T}^{00} \mathbf{K}^0,
\end{align*}
\]

(28)

where \(\mathbf{R}^{00}\) and \(\mathbf{T}^{00}\) are the internal reflection and transmission matrices, respectively, also defined in Appendix C.

Using the matrix notation of Eq. (27), identity (22) becomes

\[
\mathbf{A}^V_u = \mathbf{K}^V_u + \mathbf{S} \mathbf{B}^V_u + \mathbf{S}^0 \mathbf{A}^{V0}_u,
\]

(29)

where \(\mathbf{S}=\text{diag}[S,S]\). Similarly, identity (23) becomes

\[
\mathbf{B}^{V0}_u = \mathbf{Q}^{V0}_u + \mathbf{S} \mathbf{B}^V_u + \mathbf{S}^0 \mathbf{A}^{V0}_u.
\]

(30)

Note that the boundary conditions couple the \(E\) and \(H\) fields, while they remain independent in the Rayleigh identities (29) and (30). Note also that the \(\mathbf{R}\) and \(\mathbf{T}\) matrices contain the material properties of the medium while the \(\mathbf{S}\) matrices con-
tain the underlying lattice structure. This separation of medium and lattice parameters is advantageous for perturbation theory \[75\].

The Rayleigh identities (29) and (30), and boundary conditions (27) and (28), combine to form a complete linear system. This system can be written as a single field identity,

\[
[\mathcal{I} - \mathcal{R}(S + S^{0A}\mathcal{R}^{0}S^{0B})]B = \mathcal{R}[S^{0A}(\mathcal{R}^{0}\mathcal{K}^{0} + T^{0}Q^{0}) + \mathcal{K}] + TQ. \tag{31}
\]

The point-source terms are confined to the RHS and the eigenvalues of the medium can be obtained by setting the RHS to zero \[73\]. In the presence of a point-source, \(B\) is obtained with a single matrix inversion. The remaining multipole coefficients can then be obtained using the Rayleigh identities and boundary conditions.

**C. Fourier integral**

The full 3D Green’s tensor is finally obtained by performing the inverse Fourier transformation,

\[
G^{F}(\mathbf{r}, \mathbf{r'}) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\beta \ e^{i\beta(z-z')} \tilde{G}^{F}(\mathbf{p}, \mathbf{p'}). \tag{32}
\]

The integrand in Eq. (32) contains \( k_{p} = \pm \sqrt{(kn)^{2} - \beta^{2}}\) terms, which for a lossless medium lead to branch point singularities in complex \( \beta\)-space on the \( \operatorname{Re}\{\beta\}\)-axis at \( \beta = \pm kn_{i} \), where \( n_{i} = n_{1}, n_{2}, n_{b} \). For a medium with loss or gain these singularities shift off the axis. Depending on the geometry, the integrand also has poles on the \( \operatorname{Re}\{\beta\}\)-axis in the range \( k \min(n_{1}, n_{b}, n_{b}) < |\beta| < k \max(n_{1}, n_{b}, n_{b}) \), corresponding to bound modes, or near the axis, corresponding to leaky modes. The integration around these singularities is addressed by ensuring that the Sommerfeld radiation condition is satisfied, which is done on a contour above singularities for \( \operatorname{Re}\{\beta\} < 0 \), and below for \( \operatorname{Re}\{\beta\} > 0 \) \[69\].

For the numerical demonstrations in this section and the subsequent section, a small hexagonal cluster is used with \( N_s = 7 \) circular air-voids (\( n_{i} = 1.0 \)) of radius \( a_{i}/d = 0.45 \) (where \( d \) is the lattice constant) in a silicon background of refractive index \( n_{b} = 3.4 \), enclosed by an air-jacket (\( n_{j} = 1.0 \)) of radius \( a_{j}/d = 2.0 \). This is a simple 2D PC with a fiberlike geometry that is most relevant to the important 3D LDOS results that follow. The focus will also be on the components of \( \operatorname{Im}\{\tilde{G}_{E}^{F}(\mathbf{r}, \mathbf{r'}; \omega)\} \) required in the calculation of the 3D LDOS [Eq. (8)].

The modes in the cluster are classified according to waveguide theory \[76,77\] and determine the behavior of the integrand. To demonstrate this, the integrand \( \operatorname{Im}\{\tilde{G}_{E}^{F}(\mathbf{p}, \mathbf{p'})\} \) is shown in Fig. 2(a) for \( \operatorname{Re}\{\beta\} > 0 \) on a radial contour just below the \( \operatorname{Re}\{\beta\}\)-axis. The range \( |\beta| < kn_{i} \) contains a continuous spectrum of radiation modes with \( k_{p} \) real in all regions. In this range the integrand is smooth and continuous. The range \( kn_{i} < |\beta| < kn_{b} \) contains a discrete spectrum of bound modes with \( k_{p} \) real in the dielectric background and imaginary in the air-voids and air-jacket. The integrand contains singularities on the \( \operatorname{Re}\{\beta\}\)-axis at these bound modes and varies sharply in their vicinity. For \( |\beta| > kn_{b} \), there are no modes and \( \operatorname{Im}\{\tilde{G}_{E}^{F}(\mathbf{p}, \mathbf{p'})\} = 0 \) on the \( \operatorname{Re}\{\beta\}\)-axis.

The Fourier integral is required to be performed numerically, but it would be computationally inefficient to do so close to the \( \operatorname{Re}\{\beta\}\)-axis. By invoking the Cauchy integral theorem, the integrand can be evaluated along a contour off the \( \operatorname{Re}\{\beta\}\)-axis that is appropriately confined to the second and fourth quadrants of the complex \( \beta\)-plane to comply with the Sommerfeld radiation condition. For \( \operatorname{Re}\{\beta\} > 0 \), a convenient choice, after setting \( \beta = \Re e^{i\theta} \), is a contour of the form

\[
C = C_{R} \cup C_{\theta} \cup C_{0}
\]

\[
= \{\beta|0 \leq R \leq R', \theta'\} \cup \{\beta|R', \theta' \leq \theta \leq 0\} \cup \{\beta|R' \leq R \leq 0\}.
\tag{33}
\]

FIG. 2. Integrand of the Fourier inverse integral, Eq. (32). (a) Integrand on a radial contour with \( \theta' = -10^{-3} \), along with the location of the bound modes (light-gray vertical lines). The vertical dashed line delineates radiation modes (\( \beta < k \)) from bound modes (\( \beta > k \)). (b) Integrand on Eq. (33) using \( R' = 1.1kn_{b} \) and \( \theta' = \pi/4 \), with the \( C_{R} \) part (solid line, top scale) and the \( C_{\theta} \) part (dashed line, bottom scale). The structure is a hexagonal cluster with parameters \( N_s = 7, a_{i}/d = 0.45, n_{i} = 1.0, n_{b} = 3.4, a_{j}/d = 2.0 \), and \( n_{j} = 1.0 \). The frequency is \( \omega d/2\pi c = 0.4 \) and the position is \( \rho = (x, y)/d = (0.0, 0.0) \).
Im[Tr\{G^b(r, r)\}], while both parts are required for the off-diagonal components of Im[\{G^b(r, r)\}]. The dramatic improvement in the behavior of the integrand on Eq. (33) using \(\theta' = -\pi/4\) and \(R' = 1.1 \times k_n\) is shown in Fig. 2(b). These two contour parameters are generally found to optimize the convergence of the numerical evaluation of the Fourier integral. A contour of the form \(C_R \cup C_\theta\) can also be used to isolate the radiation component by using \(kn_I < R < \beta_N\), where \(\beta_N\) is the propagation constant of the bound mode closest to \(kn_I\) (Fig. 3).

**IV. NUMERICAL VALIDATION**

The field expansions, (18), (24), and (25), contain infinite sums derived from the local field expansion (16) and Graf’s addition theorem (19). The numerical evaluation of the field expansions requires these to be truncated to \(-N_m, \ldots, N_m\) so that each sum has in total \(2N_m + 1\) multipole terms. The convergence of \(G\) with respect to \(N_m\) is demonstrated in Fig. 4, where the relative difference, \(\eta = |G_{N_m+1} - G_{N_m}|/|G_{N_m}|\), is plotted versus \(N_m\). In general, the rate of convergence of a field expansion in Bessel functions becomes rapid in the large order limit where \(N_m\) significantly exceeds the argument in the Bessel functions. This is the regime of electrostatics where the largest order terms behave as \(r^n \exp(i m \theta)\) and \(r^{-m} \exp(i m \theta)\). Figure 4 shows that the rate of convergence is accordingly slightly more rapid at low frequencies, but depends primarily on the position in the cluster. For the structure modeled, the rate of convergence is most rapid at the center of cylinders in the low-index region where close to six figure accuracy is achieved with \(N_m = 10\). Between two cylinders in the high-index region, the rate of convergence is slowest and limited to about four figure accuracy at \(N_m = 18\). For \(N_m \approx 20\), convergence is approximately exponential in accord with the electrostatic regime, while beyond this range machine precision begins to affect results and \(\eta\) begins to fluctuate wildly. Convergence is slower in structures with a higher refractive index contrast and larger cylinder radii, again because the argument in the Bessel functions is then larger.

The Fourier integral (32) is evaluated on the complex contour (33) using numerical quadrature. Simpson’s rule is adopted and involves the abscissa of the integrand being decomposed into \(N_b\) intervals. The convergence of integration along both components of the contour with respect to \(N_b\) is demonstrated in Table I. In the low index region, the contribution of the \(C_R\) component is much smaller than the \(C_\theta\) component, while in the high index region, the contribution of both is similar. Accuracy better than four significant figures is assured for \(N_b = 16\) and six figures for \(N_b = 32\). This demonstrates that when the Fourier integral is evaluated on the complex contour, a high level of accuracy is achieved with relatively few abscissa points. This is important and leads to very high computational efficiency because almost all of the computation time goes into evaluating the multipole expansion at each abscissa point. Similar results are found for other coordinates, frequencies, and geometries where the essential behavior of the integrand shown in Fig. 2 is maintained. It is therefore adequate to use Simpson’s rule with \(N_b\) fixed rather than more sophisticated adaptive routines. For a 3D LDOS calculation over a range of coordinates and frequencies in a given 2D PC, it is also adequate to use a fixed \(N_m\). Clearly, \(N_m\) and \(N_b\) should be chosen so that the accuracy in the multipole sums and the quadrature are commensurate. Here, they are generally chosen to achieve 4–6 figure accuracy to ensure that at the very worst, the variation in convergence with position and frequency yields 2–4 figure accuracy.
accuracy. The results in Sec. VA were obtained using \(N_m=14\) and \(N_h=16\), and the results in Sec. VB were obtained using \(N_m=5\) and \(N_h=16\).

V. LOCAL DENSITY OF STATES (LDOS)

A. Hexagonal cluster of cylindrical air-voids in dielectric (PC1)

1. Band structure

As is clear from Eq. (6), the LDOS in a periodic structure is determined by its band structure and modal field patterns. Even though the structures considered here are finite, they are sufficiently large for there to be a strong correspondence between the LDOS and band structure, and comparing the two is useful for understanding the LDOS results. For the 3D LDOS in 2D PCs, both the in-plane and out-of-plane band structures are relevant. These essentially characterize the DOS, and to a significant extent the LDOS as a function of frequency. An understanding of the modal field patterns would provide insight into the spatial variation of the 3D LDOS, but is beyond the scope of this paper.

The first general structure examined is a hexagonal cluster of cylindrical air-voids in a dielectric background (PC1). The main emphasis is on macroporous silicon [50] with a silicon background of refractive index \(n_b=3.4\). The focus will be on an air-void radius of \(a_v/r=0.45\), which was found to produce the most interesting results. Macroporous silicon can, however, be fabricated with a broad range of values for the air-void radius, and other values will be considered, along with other values for the background refractive index. The in-plane band structure for the underlying lattice is shown in Fig. 5. TE gaps are favored in this type of 2D PC [8], and it has a wide TE-gap in the frequency (normalized) range \(\omega d/2\pi c=0.303-0.495\) (\(\Delta\omega/\omega_0=48.0\%\)). There is also a narrower TM gap in the frequency range \(\omega d/2\pi c=0.405-0.445\) (\(\Delta\omega/\omega_0=9.4\%\)), which lies wholly within the TE gap to form a complete in-plane gap.

The in-plane component of the wave vector is given by

\[
\begin{align*}
\vec{k}_p & = \frac{2\pi}{a} \left( \cos \theta \sin \phi, \sin \theta \sin \phi, \cos \phi \right),
\end{align*}
\]

with a silicon background of refractive index \(n_b=3.4\).

![Fig. 5. 2D band structure for a hexagonal (or triangular) array of air-voids in a dielectric (PC1). The array parameters are \(a_v/d = 0.45\), \(n_l=1.0\), and \(n_b=3.4\) (i.e., macroporous silicon). The TM modes are shown as solid lines and the TE modes are shown as dashed lines.](image1)

![Fig. 6. Out-of-plane band structure for PC1 (see Fig. 5). The dark-gray region to the left of the light-line in air \(\omega = \beta\) indicates oscillatory modes with \(k_p\) real in air, while the light-gray region between the light-line in air and the light-line in the dielectric \(\omega = \beta/n_b\) indicates evanescent modes with \(k_p\) imaginary in air. The pseudogap indicates the \((\omega, \beta)-\)region where there are no modes. The horizontal line indicates the frequency where the pseudogap covers the largest range of \(\beta\)-values. The dashed lines indicate the bands emanating from the in-plane TE gap. The bold upward sloping line indicates the band emanating from the in-plane TM \(\Gamma\)-point.](image2)
\[ k_\rho = \sqrt{n^2 \frac{\omega^2}{c^2} - \beta^2}, \]  

(34)

where \( \beta \) is the propagation constant, so that for in-plane propagation \( \beta = 0 \), and for out-of-plane propagation \( \beta > 0 \). The out-of-plane band structure for macroporous silicon is shown in Fig. 6. For clarity, only the out-of-plane band segments emanating from the edges of the in-plane TE and TM band gaps are shown. The segment from the \( \Gamma \)-mode on the first TM band is also shown and is indicative of the \( \beta \) of the fundamental mode at each \( \omega \). As the propagation angle increases out-of-plane, indicated by increasing \( \beta \) in the figure, the bands shift to higher frequencies. When \( \beta \) is small near the in-plane band gaps, multiple scattering effects remain important and the band structure for a given \( \beta \)-value is mostly determined by the in-plane band structure at the projected frequency, indicated by \( k_\rho \). The in-plane band structure effectively anchors \( k_\rho \), and Eq. (34) with \( k_\rho \) fixed is a rough guide to dispersion in the \( \beta \)-direction. As a result, the out-of-plane bands slope upward with low dispersion in the \( \beta \)-direction when \( \beta \) is small, and get steeper as \( \beta \) increases. When \( \beta \) is large, index-guiding takes over with \( \omega \sim \beta n_p \), and the out-of-plane bands are correspondingly near parallel to the light-line in the dielectric background.

For 3D wave propagation in a 2D PC, it is not possible to have a complete band gap that covers all propagation directions. However, as shown in Fig. 6, a pseudogap, or a \((\omega - \beta)\)-region where there are no modes, emanates from the complete in-plane gap. There is also a large \((\omega - \beta)\)-region in the figure that emanates from the TE gap where there is a dearth of modes. Along with the out-of-plane bands, the pseudogap is upward sloping in the \((\omega - \beta)\)-diagram. As a result, the pseudogap covers the widest range of \( \beta \)-values just below the top of the complete in-plane gap. The out-of-plane diagram is also delineated by the light-line \((\omega = \beta)\) into modes that are oscillatory in air \((\omega > \beta)\) and modes that are evanescent in air \((\omega < \beta)\). As frequency increases inside the complete in-plane gap, the pseudogap covers a widening range of oscillatory modes. If the complete in-plane gap is sufficiently wide, the pseudogap may cover all oscillatory modes near the top of the in-plane gap. At the top of the complete in-plane gap, the first mode encountered is a radiation mode with \( \beta = 0 \). Above the in-plane gap, the pseudogap rapidly goes from covering oscillatory modes to covering a narrowing range of evanescent modes.

### 2. Local density of states

The 3D LDOS in macroporous silicon was originally examined for a cluster of air-voids in a 2D PC [35] (i.e., without an air-jacket). In Fig. 7, the 3D LDOS is shown across the plane of a macroporous silicon cluster enclosed by an air-jacket. The cluster is composed of \( N_v = 37 \) hexagonally packed air-voids with an air-jacket of radius \( a_0/d = 4.0 \). The frequency \( \omega d/2\pi c = 0.445 \) is just below the top of the complete in-plane gap (see Fig. 6). Enclosing the cluster by a jacket appears to have little impact on the spatial distribution of the 3D LDOS inside the cluster. As for an infinite silicon background [35], the 3D LDOS is essentially the same across each unit cell inside the two outer rings of air-voids, is suppressed by one order of magnitude at the center of the air-voids, and is slightly enhanced in the background. Outside the cluster in the jacket, the 3D LDOS rapidly falls to its free-space value.

The 3D LDOS is shown at the center of the cluster as a function of frequency in Fig. 8, both with and without an air-jacket for comparison. This again shows the effect of the jacket to be small. With the jacket, the 3D LDOS exhibits the same band gap signature with an increase in suppression with frequency inside the in-plane band gaps, strongest suppression at the top of the complete in-plane band gap, followed by a sharp jump above the gap. The jacket does, however, sharpen the features in the 3D LDOS. The maximum suppression is slightly stronger and is \( \rho/ \rho_0 = 1/12.5 \) at \( \omega d/2\pi c = 0.449 \) with the jacket, compared to \( \rho/ \rho_0 = 1/10.4 \) at \( \omega d/2\pi c = 0.441 \) without. The band-edge jump is sharper and
is $\delta\rho=1/19.2$ over $\delta\omega d/2\pi c=0.0065$ with the jacket, compared to $\delta\rho=1/7.6$ over $\delta\omega d/2\pi c=0.0155$ without. The jacket also generally sharpens the oscillations in the 3D LDOS.

The minor impact of the jacket on the 3D LDOS is largely attributable to the size of the cluster. The 3D LDOS was earlier shown to saturate rapidly with cluster size and is the same inside the two outermost rings of air-voids regardless of cluster size [35]. This is because the 2D periodicity of the 2D PC only partially affects the 3D emission from a point-source. As a consequence of the upward sloping out-of-plane band structure (Fig. 6), emission from the source at small propagation angles is affected by the in-plane band structure at frequencies at and immediately below the frequency of interest. Summing over these propagation angles (or in-plane frequencies) tends to dilute the impact of the 2D periodicity. The 2D periodicity has no impact at large propagation angles, and summation over the index-guided modes provides a foundation to the 3D LDOS that is more concentrated in the background than in the air-voids as the index-guided modes concentrate in the high dielectric region. The potential suppression of the 3D LDOS in 2D PCs is thus limited. The cluster examined is sufficiently large for the 3D LDOS to be robust and therefore for the presence of the jacket to have only a minor effect.

The jacket radius for a given cluster also needs to be considered. With the air-jacket, there is a discrete spectrum of bound modes whose number increases with the jacket radius. Clearly, the larger the jacket radius, the less significant is the change in the 3D LDOS. However, given that a closely fitting jacket on a moderately sized cluster has been shown to have a minor impact, it is reasonable to expect that the 3D LDOS rapidly converges to that in the infinite silicon background case with increasing jacket radius.

3. Bound and radiation components

The 3D LDOS is indicative of the angle-integrated spontaneous emission rate. Spontaneous emission rates in PCs also depend on emission angle because associated with the Bloch modes are directional Bloch vectors. Although the air-jacket does not significantly change the 3D LDOS, it allows 3D LDOS to be separated into its radiation and bound components. The radiation component is for emission into radiation modes that are oscillatory in air (see Fig. 6). Experimentally, this component gives the spontaneous emission rate integrated over all angles outside the cluster in the air-jacket. The bound component is for emission into bound modes that are evanescent in air and gives the spontaneous emission rate at the two opposing ends of the fiberlike structure. The radiation component at the center of the cluster is shown in Fig. 9, along with the total 3D LDOS for comparison. The difference between these two is indicative of the bound component. As all emission in free-space is into radiation modes, the free-space LDOS remains an appropriate reference for the radiation component. Inside the TE gap, the radiation component drops rapidly with frequency and is suppressed by $\rho/\rho_0=1/500$ at the bottom of the complete in-plane gap. Although almost all of the radiation modes are covered inside the complete gap, suppression ceases to grow further.

This is attributable to the finite size of the structure, and obtaining further suppression requires a larger structure. The radiation component for $N_c=61$ cylinders (i.e., 4 rings) is also shown in the figure for frequencies near the complete gap. Suppression continues to grow inside the gap with a maximum suppression of $\rho/\rho_0=1/5000$ near the middle of the gap. Stronger suppression is likely in a larger structure. While the radiation component does not saturate rapidly with cluster size like the total 3D LDOS, these two results are not inconsistent because the radiation component is making a very small contribution to the total.

The suppression of the radiation component is strongest when the pseudogap covers all radiation modes. The 2D PC then behaves like an omnidirectional mirror [78] and only supports bound modes. Omnidirectional reflectance has been studied both theoretically and experimentally in multilayer film [78] and the Bragg fiber [79], which is composed of alternating dielectric rings to achieve periodicity in the radial direction. Omnidirectional mirror behavior in spontaneous emission where only emission into bound modes is supported has also been studied in multilayer film [38].

At the top of the complete in-plane gap, a high density of radiation modes with $\beta=0$ (Fig. 6) is suddenly encountered and the radiation component rises rapidly. Dispersion is low in the $\beta$-direction at the top of the complete gap, resulting in the $\beta$ content in the radiation component fanning out rapidly from $\beta=0$ as frequency increases. Above the complete gap, the radiation comprises nearly the total 3D LDOS, while the bound component becomes suppressed as the pseudogap moves from the oscillatory region into the evanescent region. However, the pseudogap only ever covers a narrow range of evanescent modes and the impact on the bound component is not as significant as it is on the radiation component. The very heavy suppression of the radiation component of the 3D LDOS at the top of the complete gap, followed by the sudden burst of emission into radiation modes propagating near in-plane is perhaps the most striking band gap effect in spontaneous emission in 2D PCs.

4. Projected local density of states

The 3D PLDOS for dipoles oriented in the $z$, $x$, and $y$ directions [i.e., $\rho(\mathbf{r}, \omega, \hat{z})$, $\rho(\mathbf{r}, \omega, \hat{x})$, and $\rho(\mathbf{r}, \omega, \hat{y})$] are...
FIG. 10. The 3D LDOS (a) and 3D PLDOS for an x-oriented dipole (b), a z-oriented dipole (c), and at a y-oriented dipole (d) in an hexagonal cluster of air-voids (Fig. 7) at \((x, y)/d = (0.0, 0.0)\) (solid line) and \((0.5, 0.0)\) (dashed line). Also shown are the 3D LDOS and 3D PLDOS at the center of a single isolated air-void in a silicon background (dotted line) and at \((x, y)/d = (0.5, 0.0)\), directly between two adjacent air-voids positioned at \((x, y)/d = (0.0, 0.0)\) and \((x, y)/d = (1.0, 0.0)\) in a silicon background (dash-dot line).

shown in Fig. 10. The 3D PLDOS at the center of the cluster is plotted along with the 3D PLDOS at the center of a single air-void in an infinite silicon background, but otherwise with the same parameters, to isolate band gap effects from single scatterer effects. The 3D LDOS is included and is simply the sum of these three 3D PLDOS values at the coordinates shown. At the center of the cluster, the 3D PLDOS for all three dipoles exhibits the same band gap signature as the 3D LDOS, falling smoothly and continuously inside the TE gap with maximum suppression at the top of the complete gap. The maximum suppression of \(\rho/p_b = 1/29.1\) for \(\rho(r, \omega, \hat{z})\) is, however, significantly higher than the \(\rho/p_b = 1/9.7\) for \(\rho(r, \omega, \hat{x})\). Due to the symmetry of the structure, \(\rho(r, \omega, \hat{x})\) and \(\rho(r, \omega, \hat{y})\) are virtually identical. Above the complete gap, \(\rho(r, \omega, \hat{z})\) jumps sharply higher by \(\delta \rho = 129\) over \(\delta \omega d/2\pi c = 0.0066\), while \(\rho(r, \omega, \hat{x})\) climbs gradually. Above the TE gap, \(\rho(r, \omega, \hat{x})\) jumps higher, but \(\rho(r, \omega, \hat{z})\) is unaffected. Thus, the 3D PLDOS at the center of the cluster undergoes both relatively strong suppression and modulation with frequency because its three 3D PLDOS components each undergo similar changes and reinforce each other. For a single isolated air-void in a dielectric background, single scatterer effects are minor and comparing the 3D PLDOS and 3D LDOS in the cluster with those in the isolated air-void shows the suppression inside the in-plane gaps to be a genuine band gap effect. Outside the gaps, the 3D PLDOS and 3D LDOS in the cluster return to varying moderately around those of the single air-void.

The connection between \(\rho(r, \omega, \hat{z})\) and TM modes, and \(\rho(r, \omega, \hat{x})\) and \(\rho(r, \omega, \hat{y})\), and TE modes, can be explained as follows. By Eq. (3), \(\rho(r, \omega, \hat{z})\) is determined by the \(z\)-component of the modal fields, while \(\rho(r, \omega, \hat{x})\) and \(\rho(r, \omega, \hat{y})\) are determined by the \(x\) and \(y\)-components, respectively. For in-plane propagation \((\beta = 0)\), the former corresponds to TM modes, while the latter corresponds to TE modes. For \(\beta > 0\), the modes are no longer decoupled, and the modes emanating from the in-plane TM modes acquire \(x\) and \(y\)-components, while the modes emanating from the in-plane TE modes acquire a \(z\)-component. As shown in Fig. 6, the integration over \(\beta\) effectively draws in the in-plane band structure at and below the frequency of interest. However, for \(\beta\) small near the in-plane band gaps, dispersion in the \(\beta\) direction is low, and it is reasonable to expect that the in-plane band structure immediately below will have the most significant impact on the 3D PLDOS. Consequently, \(\rho(r, \omega, \hat{z})\) remains closely tied to the in-plane TM band structure, while \(\rho(r, \omega, \hat{x})\) and \(\rho(r, \omega, \hat{y})\) remain closely tied to the in-plane TE band structure.

The 3D PLDOS in the background at \((x, y)/d = (0.5, 0.0)\), between two adjacent air-voids at the center of the cluster, is also shown in Fig. 10. Along with this, the 3D PLDOS is plotted between the two adjacent air-voids without the surrounding cluster and jacket, again to isolate band gap effects from local field effects. In the cluster, \(\rho(r, \omega, \hat{z})\) is enhanced in the background with a band gap effect comparable to that in the center, but far less dramatic. There is little difference between \(\rho(r, \omega, \hat{y})\) in the cluster and between two isolated air-voids, and it is enhanced with no discernable band gap effect. In contrast, \(\rho(r, \omega, \hat{x})\) is heavily suppressed, again like it is between two isolated air-voids, with a small superim-
consistent with heavy suppression in the pressed, while for a dipole parallel to the long side, the spon-
posed band gap effect so that at the top of the complete in-plane gap, $\rho / \rho_0 = 1/280$. As a consequence of these three results, the 3D LDOS is moderately enhanced in the background similarly to $\rho(r, \omega, z)$, but with smaller variations.

While band gap effects are most significant in the air-voids, local field effects are most significant in the background. The highly polarized results in the background are due to the very narrow dielectric vein between two close adjoining air-voids. This leads to a strong anisotropy in the depolarization factors for the field parallel to the $x$-oriented dipole and the fields parallel to the $z$- and $y$-oriented dipoles. It is beyond the scope of this paper to evaluate these depolarization factors. However, spontaneous emission in elliptical particles was examined recently [80], and the results bear some consideration. The limiting depolarization factor for eccentricity $e \rightarrow 1$ (i.e., infinite semimajor axis) for the field parallel to the semiminor axis is $f \rightarrow 1/n^3$, while for the semimajor axis $f \rightarrow 1$. This suggests that the spontaneous emission rate for a dipole oriented parallel to the narrow side of a highly elongated dielectric region will be heavily suppressed, while for a dipole parallel to the long side, the spontaneous emission rate will be relatively unchanged. It is also consistent with heavy suppression in the $x$-oriented dipole while the $z$-oriented dipole is relatively unaffected.

5. Exploration of parameter space

Macroporous silicon has so far been considered with a fixed air-void radius of $a_l/d = 0.45$. Figure 11 shows how the 3D LDOS changes when $a_l/d$ is varied. The plot depicts the 3D LDOS at the center of the cluster as a function of frequency, as in Fig. 8. As the 3D LDOS is essentially the same inside the two outermost rings of air-voids, regardless of cluster size, and the jacket has a minor effect, a cluster of $N_c = 19$ air-voids in an infinite silicon background is used for efficient modeling. The gap map, which shows the TM and TE band gaps as a function of $a_l/d$, is also plotted. The band gap signature observed in Fig. 8 is essentially reproduced for varying $a_l/d$. When the top of the TE gap is above the top of the TM gap, the 3D LDOS also exhibits a second minor trough. Although the TM gap continues to expand with $a_l/d$ and the complete gap is widest at $a_l/d = 0.473$, the greatest suppression occurs at $a_l/d = 0.45$ where the TE gap is widest.

The most distinct feature of the 3D LDOS in macroporous silicon is the strong suppression of approximately one order of magnitude at the top of the complete in-plane gap. Figure 12 shows how this feature depends on the background refractive index. The maximum suppression for a given $a_l/d$ is plotted for refractive indices of several important PC materials. Plots are shown for the refractive indices of glasses that have been used to fabricate fibers: $n_b = 1.45$ (silica glasses), 2.0 (high lead concentration glasses), and 2.5 (chalcogenide glasses) [81]; and for materials that have been used or may be used to fabricate PCs: 3.0 (Al$_2$O$_3$ [49]), 3.4 (silicon [50] and GaAs), and 4.0 (germanium). The maximum suppression and the $a_l/d$ at which this occurs are also shown in Table II. As $n_b$ increases, the maximum suppression increases, and the $a_l/d$ at which this occurs are also increases. This result is again closely tied to the band structure. As $n_b$ increases in this type of structure, both the width of the in-plane gaps and the $a_l/d$ at which these are widest on the gap map also in-

![FIG. 12. Maximum suppression in the 3D LDOS vs $a_l$ (re. Fig. 11) for given $n_b$.](image)

<table>
<thead>
<tr>
<th>$n_b$</th>
<th>$a_l/d$</th>
<th>$\log (p/\rho_0)$</th>
<th>$\omega d/2\pi c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.45</td>
<td>0.4300</td>
<td>-0.0724</td>
<td>0.506</td>
</tr>
<tr>
<td>2.00</td>
<td>0.4125</td>
<td>-0.2800</td>
<td>0.496</td>
</tr>
<tr>
<td>2.50</td>
<td>0.4250</td>
<td>-0.5777</td>
<td>0.472</td>
</tr>
<tr>
<td>3.00</td>
<td>0.4375</td>
<td>-0.8246</td>
<td>0.454</td>
</tr>
<tr>
<td>3.40</td>
<td>0.4500</td>
<td>-0.9551</td>
<td>0.440</td>
</tr>
<tr>
<td>4.00</td>
<td>0.4650</td>
<td>-1.0718</td>
<td>0.424</td>
</tr>
</tbody>
</table>
crease. However, with only 2D confinement, maximum suppression is not significantly stronger when the refractive index contrast is high, and is effectively limited to $\rho/\rho_0 = 1/15$ in a 2D PC.

**B. Square cluster of dielectric cylinders in air (PC2)**

### 1. Band structure

The second structure examined is a square cluster of dielectric cylinders in air background (PC2). The main emphasis is on a cluster of cylinders of radius $a_1/d_1=0.15$ and refractive index $n_1=3.0$ in an air background ($n_b=1.0$). The in-plane band structure for the underlying lattice is shown in Fig. 13. In contrast to the previous 2D PC, TM gaps are favored in this type of 2D PC [8] and it has a wide TM gap in the frequency range $\omega d/2\pi c = 0.375 - 0.481$ ($\Delta \omega/\omega_0 = 24.9\%$), but no TE gaps.

![Fig. 13. 2D band structure for a square array of dielectric cylinders in air (PC2). The array parameters are $a_1/d_1=0.15$, $n_1=3.0$, and $n_b=1.0$. The TM modes are shown as a solid line and the TE modes are shown as a dashed line.](image1.png)

The section of Fig. 14 at $\omega d/2\pi c = 0.48$ with $N_c=49$ is shown (solid-bold line) along with $N_c=1$ (dotted line), 9 (dashed line), and 25 (dash-dot line), but otherwise using the same parameters.

### 2. Local density of states

The 3D LDOS across the plane of a cluster of $N_c=49$ dielectric cylinders is shown in Fig. 14. The frequency is $\omega d/2\pi c = 0.48$, and lies just below the top of the TM gap. Like PC1 (see Fig. 7), the 3D LDOS is essentially the same across each unit cell in the cluster, particularly inside the outermost square-ring of cylinders. It is also suppressed inside the cylinders, but the most significant effects occur at the cylinder surface. The 3D LDOS is suppressed by a factor of $\rho/\rho_0 = 1/2.7$ at the center, strengthening a little to $\rho/\rho_0 = 1/4.2$ just inside the cylinder surface. At the surface, the 3D LDOS then jumps sharply by almost one order of magnitude and is enhanced by $\rho/\rho_0 = 2.1$ just outside, before falling to near-zero between the cylinders.

The dependence of the 3D LDOS on cluster size is demonstrated in Fig. 15 where it is shown in one cylinder ($N_c=1$) and clusters of one ($N_c=9$), two ($N_c=25$), and three ($N_c=49$) square rings of cylinders. The variation of the 3D LDOS with position inside the cluster shown in Fig. 14 is also made clearer. The figure shows that the 3D LDOS in a single cylinder is significant, and it is suppressed by a factor of $\rho/\rho_0 = 1/1.5$ at the center, growing to $\rho/\rho_0 = 1/2.4$ inside the cylinder surface and then jumping just outside to be enhanced by $\rho/\rho_0 = 2.3$. Adding square rings of cylinders results in stronger suppression inside the cylinders, but again the suppression saturates rapidly with cluster size, and the maximum suppression is achieved once there are two or more rings. The 3D LDOS is also essentially the same with distance from the outer boundary, regardless of cluster size.

The significance of cluster size is also demonstrated in Fig. 16 where the 3D LDOS is shown at the surface of the central cylinder of the cluster as a function of frequency. This is done for the same clusters as in Fig. 15. The result for a single cylinder is again shown to be significant, and the 3D LDOS is suppressed at low frequencies, rises approaching the bottom of the TM gap, falls inside the gap with a minimum near the top of the gap, then rises again above the gap. In a cluster of cylinders, the band structure manifests itself as suppression in the 3D LDOS relative to that in the single cylinder inside the TM gap, and enhancement surrounding the gap. The band gap signature is similar to that for PC1, with growing suppression inside the in-plane gap and maximum...
mum suppression at the top. However, with a gap in only one polarization, the maximum suppression is well below the one order of magnitude obtained in macroporous silicon. The rapid saturation in the suppression of the 3D LDOS at the top of the TM gap with cluster size is also again clear.

At low frequencies below the TM gap, the 3D LDOS exhibits significant and rapid oscillations whose number and density depend on the cluster size. These are attributed to a long-wavelength regime where the whole cluster behaves like a single homogenized scatterer, possessing a frequency-dependent effective refractive index. The local peaks in the 3D LDOS represent resonances, whose number and location depend upon the size and effective index of the structure.

Above the TM gap, this size effect is far less significant, and at high frequencies the 3D LDOS in a cluster is close to that in a single cylinder.

3. Projected local density of states

In Fig. 17, the 3D LDOS is shown along with the 3D PLDOS for dipoles oriented in the $z$, $x$, and $y$ directions. The 3D LDOS and 3D PLDOS on the surface of a single isolated dielectric cylinder are also shown to isolate band gap effects from single cylinder effects. The close connection between $\rho(r, \omega, \hat{z})$ and TM modes described earlier for PC1 is again evident. The band gap effect in $\rho(r, \omega, \hat{z})$ is strongest in the background at $(x, y)/d = (0.5, 0.0)$ where $\rho(r, \omega, \hat{z})$ drops significantly inside the TM gap and is suppressed by $\rho(r)/\rho_0 = 1/6.1$ at the top of the gap. With no TE gap, there are no significant band structure effects in $\rho(r, \omega, \hat{x})$ and $\rho(r, \omega, \hat{y})$. Both are heavily suppressed by $\rho(r)/\rho_0 = 1/18.6$ inside the cylinders at $\omega d/2\pi c = 0.1$, but this is a single cylinder effect.

In the long wavelength regime in a single cylinder, there is strong polarization anisotropy between dipoles oriented parallel and perpendicular to the cylinder axis. This is again due to the strong anisotropy in the corresponding depolarization factors, discussed earlier for PC1. In fact, this result concurs with recent experiment [82]. The polarized photoluminescence (PL) in indium phosphide nanowires ($n_i=3.5$) was measured using a polarized pump beam. This was done for polarization parallel to the cylinder axis, probing $\rho(r, \omega, \hat{z})$, and perpendicular, probing $\rho(r, \omega, \hat{x})$, in the long wavelength regime. Order-of-magnitude polarization anisotropy was observed, consistent with the results in Fig. 17.

FIG. 16. 3D LDOS vs frequency for varying cluster sizes. The 3D LDOS is taken at $(x, y)/d = (0.15, 0.0)$ (re. Fig. 14) for $N_c=49$ (solid-bold line), $N_c=1$ (dotted line), $N_c=9$ (dashed line), and $N_c=25$ (dash-dot line). The pair of vertical lines indicates the edges of the in-plane TM gap.

FIG. 17. 3D LDOS (a) and 3D PLDOS for an $x$-oriented dipole (b), a $z$-oriented dipole (c), and a $y$-oriented dipole (d) at $(x, y)/d = (0.15, 0.0)$ (solid line), (0.0, 0.0) (dashed line), and (0.5, 0.0) (dash-dot line). Also shown are the 3D LDOS and 3D PLDOS for one dielectric cylinder at (0.15,0.0) (dotted line).
Similar to PC1, band gap effects in PC2 are most significant in the low dielectric region, while the most significant local field effects occur in the high dielectric region. The interesting features in the 3D LDOS in PC2 are largely attributable to the TM band structure through $\rho(\mathbf{r}, \omega, \mathbf{\hat{z}})$. While the suppression in $\rho(\mathbf{r}, \omega, \mathbf{\hat{z}})$ is strongest at $(x, y)/d = (0.5, 0.0)$, this does not occur in the 3D LDOS because there is no support from $\rho(\mathbf{r}, \omega, \mathbf{\hat{x}})$ and $\rho(\mathbf{r}, \omega, \mathbf{\hat{y}})$. The suppression in the 3D LDOS is strongest at the cylinder surface where $\rho(\mathbf{r}, \omega, \mathbf{\hat{z}})$ is significantly suppressed, and $\rho(\mathbf{r}, \omega, \mathbf{\hat{x}})$ and $\rho(\mathbf{r}, \omega, \mathbf{\hat{y}})$ are also suppressed.

VI. DISCUSSION AND CONCLUSIONS

The 3D Green’s tensor is a versatile tool that can be used to obtain the 3D LDOS, but a method is required that gives the real and imaginary components separately and to high accuracy, and keeps them apart from the divergent real component at the source position. By employing a combination of a Fourier contour integral and a Rayleigh-multipole method, a highly efficient and accurate approach has been demonstrated for calculating the 3D Green’s tensor in 2D PCs composed of cylinders. The multipole method uses a field expansion that is consistent with the geometry of the problem, giving it several major advantages over the alternatives. First, the boundary conditions are enforced analytically rather than through a Fourier series, avoiding the convergence challenge posed by high dielectric contrast for plane-wave methods. Second, a simple semianalytic expression for the fields is obtained with the source field separate from the scattered field. Third, an elegant identity is obtained from which the eigenvalue problem can be solved and the field coefficients determined with a single matrix inversion. Fourth, convergence in the field expansions is superior, allowing EM problems in complex structures to be investigated on a desktop computer. This also allows the large parameter space of PCs including lattice geometry, cylinder size, and refractive index contrast, to be explored. Finally, with well-developed theory for Bessel functions in complex space, the Fourier transform required for the 3D Green’s tensor can be evaluated efficiently on an appropriately chosen complex contour, giving the real and imaginary components separately. This also allows the approach to deal with the complex parameters of materials with gain or loss.

The 3D Green’s tensor was used to perform a large-scale investigation into spontaneous emission in 2D PCs. A comprehensive collection of LDOS results has been produced and reconciled with the band structure. The results have also been compared to those for a single scatterer to isolate genuine band gap effects from local field effects. The 3D LDOS has been examined as a function of frequency and position, along with the dependence on PC parameters like lattice configuration, cylinder radius, and refractive index contrast. The 3D LDOS has also been decomposed into its radiation and bound components, and also the 3D PLDOS, which are both more sensitive probes of band gap effects.

The first structure examined was a 2D PC composed of a hexagonal cluster of air-voids in a dielectric background (PC1). This 2D PC has a complete in-plane band gap that manifests itself as a distinct signature in the 3D LDOS at the center of the air-voids. The suppression in the 3D LDOS, and spontaneous emission, get progressively stronger with frequency inside the TE gap and reach a maximum of one order of magnitude at the top of the complete gap. The 3D LDOS then jumps sharply higher above the gap. Enclosing the cluster with an air-jacket to form a fiberlike 2D PC does not significantly change this signature. However, the jacket is an important extension because it is a more realistic geometry than an infinite silicon background, and it means that PC fibers, which are an important class of 2D PC, can be modeled. Furthermore, the jacket allows the 3D LDOS to be separated into its radiation and bound components. Experimentally, the radiation component is detected outside the cluster in the transverse direction, while the bound component is detected at the ends of the 2D PC. In 2D PCs like macroporous silicon, which have a wide complete in-plane gap, the radiation component can be almost completely suppressed just below the top of the complete gap. At the top, a high density of radiation modes propagating close to in-plane is suddenly encountered, and the radiation component jumps sharply. This result would be observed as the radiation component rapidly switching on about the edge of the gap and provides perhaps the strongest experimental measure of band gap effects in spontaneous emission in 2D PCs.

The band gap signature in the 3D LDOS also occurs in the 3D PLDOS. At the center of the air-voids, $\rho(\mathbf{r}, \omega, \mathbf{\hat{z}})$ exhibits the strongest features and is suppressed by a factor of 30 at the top of the complete gap before rapidly jumping over two orders of magnitude higher above the gap. The strongest suppression in the 3D PLDOS occurs in the backgound between two adjacent air-voids where $\rho(\mathbf{r}, \omega, \mathbf{\hat{x}})$ is suppressed by more than two orders of magnitude over a large frequency range. However, this is a local field effect attributable to the narrow width of the dielectric vein rather than a band gap effect. The dependence of the band gap signature on air-void radius and background refractive index was also examined. As might be expected, the strength of the suppression depends on the width of the gap. As the air-void radius increases, the TM gap widens while the TE gap widens then narrows, and the suppression is strongest when both gaps are wide. As the refractive index increases, the complete gap widens, however suppression is essentially limited to one order of magnitude for realistic values, again because the periodicity of the 2D PC only affects two of the three dimensions of wave propagation.

The second structure examined was a 2D PC composed of a square cluster of dielectric cylinders (PC2). In contrast to PC1, PC2 has a large TM gap, but does not have a complete in-plane gap. The band gap produces a signature in the 3D LDOS similar to that in PC1, but with no complete in-plane gap, suppression is limited to about a factor of 5. Also, the 3D LDOS increases gradually above the gap rather than jumping sharply. This signature again occurs inside the cylinders, but is strongest at the cylinder surface rather than the center. The signature is strongest in $\rho(\mathbf{r}, \omega, \mathbf{\hat{z}})$ because of its close connection with the TM band structure, but the suppression at the top of the TM gap remains below one order of magnitude. In contrast to PC1, single cylinder effects are significant in PC2 and are attributable to confinement in a
dielectric cylinder in air. The 3D LDOS in one cylinder shows relatively strong variations with position and frequency that are similar to those in a cluster, but smaller. While there are no significant band gap effects in \( \rho(\mathbf{r}, \omega, \hat{z}) \) and \( \rho(\mathbf{r}, \omega, \hat{x}) \), both are suppressed by well over one order of magnitude at long wavelengths.
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**APPENDIX A: HOMOGENEOUS GREEN’S TENSOR**

The homogeneous 3D Green’s tensor, \( \mathbf{G}_n \), presented in the following is obtained using Eq. (13) in Eq. (11). Noting that \( \mathbf{G}_n^E \) is a symmetric tensor while \( \mathbf{G}_n^H \) is an antisymmetric tensor, only the upper-triangular components are shown. Also, only the Fourier transform is shown, and \( \mathbf{G}_n \) can be obtained as in Sec. III. The components of \( \mathbf{G}_n^E \) in Cartesian coordinates are

\[
\bar{G}^E_{nxx} = -\frac{i}{4} \left( 1 - \frac{\beta^2}{(kn)^2} \right) H_0^{(1)}(k \rho | \mathbf{p} - \mathbf{p'} |),
\]

\[
\bar{G}^E_{nxy} = -\frac{\beta k \rho}{4(kn)^2} H_1^{(1)}(k \rho | \mathbf{p} - \mathbf{p'} |) \cos \phi_{pp'},
\]

\[
\bar{G}^E_{nyz} = -\frac{\beta k \rho}{4(kn)^2} H_1^{(1)}(k \rho | \mathbf{p} - \mathbf{p'} |) \sin \phi_{pp'},
\]

\[
\bar{G}^E_{nxz} = -\frac{i}{8} \left( 1 + \frac{\beta^2}{(kn)^2} \right) H_0^{(1)}(k \rho | \mathbf{p} - \mathbf{p'} |) + \frac{k^2_p}{(kn)^2} H_2^{(1)}(k \rho | \mathbf{p} - \mathbf{p'} |) \cos 2 \phi_{pp'},
\]

\[
\bar{G}^E_{nzz} = -\frac{k^2_p}{4(kn)^2} H_2^{(1)}(k \rho | \mathbf{p} - \mathbf{p'} |) \cos 2 \phi_{pp'},
\]

\[
\bar{G}^H_{nxx} = -\frac{i k^2_p}{4} H_1^{(1)}(k \rho | \mathbf{p} - \mathbf{p'} |) \sin \phi_{pp'},
\]

\[
\bar{G}^H_{nxy} = -\frac{i k^2_p}{4} H_1^{(1)}(k \rho | \mathbf{p} - \mathbf{p'} |) \cos \phi_{pp'},
\]

\[
\bar{G}^H_{nyz} = -\frac{k^2_p}{4} H_0^{(1)}(k \rho | \mathbf{p} - \mathbf{p'} |).
\]

**APPENDIX B: SOURCE COEFFICIENTS**

The expressions for the source coefficients, \( K_m^E \) and \( Q_m^E \), follow from using Graf’s addition theorem to write

\[
H_0^{(1)}(k \rho | \mathbf{p} - \mathbf{p'} |) = \sum_{p=-\infty}^{\infty} H_0^{(1)}(k \rho \mathbf{p}_0) J_p(k \rho \mathbf{p}_0) e^{ip arg(\mathbf{p} - \mathbf{p'})},
\]

where \( \rho_+ = \max(|\mathbf{p} - \mathbf{p'}|, |\mathbf{p} - \mathbf{p'}|) \) and \( \rho_- = \min(|\mathbf{p} - \mathbf{p'}|, |\mathbf{p} - \mathbf{p'}|) \). Also, the differentials in Eq. (15) are rewritten in terms of source coordinates using the reciprocity properties of \( G_n \), which gives \( D_n^F = \bar{G}_m^E \) and \( D_n^P = \bar{G}_m^H \). Applying these differentials to Eq. (B1) in the matrix then gives \( K_m^E \) with nonzero components

\[
K_m^E = \frac{1 - \beta^2}{(kn)^2} H_0^{(1)}(k \rho \mathbf{p}_0) e^{-im \phi_{01}},
\]

\[
K_m^E = -\frac{i k^2_p}{2(kn)^2} \left[ H_1^{(1)}(k \rho \mathbf{p}_0) e^{-i(m-1) \phi_{01}} - H_1^{(1)}(k \rho \mathbf{p}_0) e^{i(m-1) \phi_{01}} \right],
\]

\[
K_m^E = -\frac{i k^2_p}{2(kn)^2} \left[ H_1^{(1)}(k \rho \mathbf{p}_0) e^{-i(m-1) \phi_{01}} + H_1^{(1)}(k \rho \mathbf{p}_0) e^{i(m-1) \phi_{01}} \right],
\]

\[
K_m^H = \frac{k^2_p}{2} \left[ H_1^{(1)}(k \rho \mathbf{p}_0) e^{-i(m-1) \phi_{01}} - H_1^{(1)}(k \rho \mathbf{p}_0) e^{i(m+1) \phi_{01}} \right],
\]

\[
K_m^H = \frac{k^2_p}{2} \left[ H_1^{(1)}(k \rho \mathbf{p}_0) e^{-i(m-1) \phi_{01}} + H_1^{(1)}(k \rho \mathbf{p}_0) e^{i(m+1) \phi_{01}} \right],
\]

where \( (\rho_{0x}, \phi_{01}) = (\rho, \phi) \). The \( Q_m^E \) coefficients are similar with \( H_0^{(1)} \) replaced by \( J_m^{(1)} \). The expressions for \( K_m^E \) and \( Q_m^E \) are obtained upon setting \( \rho = 0 \).

**APPENDIX C: BOUNDARY CONDITIONS**

The boundary conditions are determined here for a cylinder of radius \( a \) centered at the origin of a cylindrical coordinate system \((z, \rho, \phi)\). Quantities inside the cylinder are denoted “-,” and those outside are denoted “+.” The \( z \)-components of the fields in the vicinity of the cylinder surface are expressed as

\[
V_z = \sum_{m=-\infty}^{\infty} \left[ A_m^H J_m(k \rho \mathbf{p}_0) + B_m^H H_m^{(1)}(k \rho \mathbf{p}_0) \right] e^{im \phi},
\]

where \( V \in \{E, H\} \) and \( k^2_p = 1 / (kn)^2 - \beta^2 \). The boundary conditions are that the tangential field components, that is the \( z \) and \( \phi \) components, be continuous at a cylinder surface. For example, for the \( z \)-components of the \( E \) field,
\[ A_m^E J_m^E + B_m^E H_m^E = A_m^E J_m^H + B_m^E H_m^H, \]  

\[ J_m^E = J_m^E(k^+ a), \]

The linear relations for the coefficients that result from the boundary conditions can be written

\[ A^- = T^+ A^+ + R^+ B^-, \]

\[ B^+ = R^+ A^+ + T^+ B^-, \]  

where \( R \) and \( T \) are the reflection and transmission matrices, respectively. The exterior reflection matrix is

\[ R^+ = \begin{bmatrix} R_{m}^{EE+} & R_{m}^{EH+} \\ R_{m}^{HE+} & R_{m}^{HH+} \end{bmatrix}, \]  

with

\[ R_{m}^{EE+} = \frac{1}{\delta_m} \left[ (\alpha_{Hm} - \alpha_{Hm}) (n_2^2 \alpha_{Jm} - n_2^2 \alpha_{Jm}) - m^2 J^H H^J f^2 \tau^2 \right], \]

\[ R_{m}^{EH+} = \frac{1}{\delta_m} \frac{m J^E}{k_p^+} \frac{k_p^+}{k_p^2} \frac{2i}{\pi a} \tau, \]

\[ R_{m}^{HE+} = k_m^2 n_2^2 R_{m}^{EH+}, \]

\[ R_{m}^{HH+} = \frac{1}{\delta_m} \left[ (\alpha_{Hm} + \alpha_{Hm}) (n_2^2 \alpha_{Jm} - n_2^2 \alpha_{Jm}) - m^2 J^H H^J f^2 \tau^2 \right]. \]  

The components of the interior reflection matrix are

\[ R_{m}^{EE-} = \frac{1}{\delta_m} \left[ (\alpha_{Hm} - \alpha_{Hm}) (n_2^2 \alpha_{Jm} - n_2^2 \alpha_{Jm}) - m^2 J^H H^J f^2 \tau^2 \right], \]

\[ R_{m}^{EH-} = \frac{1}{\delta_m} \frac{m J^E}{k_p^+} \frac{k_p^+}{k_p^2} \frac{2i}{\pi a} \tau, \]

\[ R_{m}^{HE-} = k_m^2 n_2^2 R_{m}^{EH-}, \]

\[ R_{m}^{HH-} = \frac{1}{\delta_m} \left[ (\alpha_{Hm} + \alpha_{Hm}) (n_2^2 \alpha_{Jm} - n_2^2 \alpha_{Jm}) - m^2 J^H H^J f^2 \tau^2 \right]. \]  

The components of the interior transmission matrix are

\[ T_{m}^{EE-} = \frac{1}{\delta_m} \frac{k_p^+}{\delta_m} \frac{n_2^2 (\alpha_{Hm}^2 - \alpha_{Hm}^2)}{\pi a}, \]

\[ T_{m}^{EH-} = \frac{1}{\delta_m} \frac{m J^E}{k_p^+} \frac{k_p^+}{k_p^2} \frac{2i}{\pi a} \tau, \]

\[ T_{m}^{HE-} = k_m^2 n_2^2 T_{m}^{EH-}, \]

\[ T_{m}^{HH-} = \frac{1}{\delta_m} \frac{k_p^+}{\delta_m} \frac{n_2^2 (\alpha_{Hm}^2 - \alpha_{Hm}^2)}{\pi a}. \]  
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